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ΔΕΛΤΙΟ ΤΥΠΟΥ

Συμμετοχή της ΕΠΕ στις συναντήσεις φορέων για την 
Τεχνητή Νοημοσύνη

Αθήνα,  16-2-2026

Τις τελευταίες ημέρες διοργανώθηκαν δύο σημαντικές συναντήσεις φορέων στις οποίες συμμετείχε 
η  Ένωση  Πληροφορικών  Ελλάδας  (ΕΠΕ),  σχετικά  με  την  Τεχνητή  Νοημοσύνη  (ΤΝ)  και  τις 
επιπτώσεις της.

Η  πρώτη  πραγματοποιήθηκε  στις  23/1/2026  στα  γραφεία  της  Εθνικής  Επιτροπής  για  τα 
Δικαιώματα του Ανθρώπου (ΕΕΔΑ), στην οποία παραβρέθηκαν μετά από πρόσκληση δύο μέλη 
του ΔΣ της ΕΠΕ. Παρακάτω ακολουθεί απόσπασμα από το σχετικό δελτίο Τύπου1 της ΕΕΔΑ:

“Με  ευρεία  συμμετοχή  φορέων  της  Πολιτείας,  Ανεξάρτητων  Αρχών,  Ερευνητικών 
Κέντρων για την Τεχνητή Νοημοσύνη, μελών της ακαδημαϊκής κοινότητας, οργανώσεων 
της Κοινωνίας των Πολιτών και  δικτύων του ιδιωτικού τομέα πραγματοποιήθηκε την 
Παρασκευή 23 Ιανουαρίου 2026 στα γραφεία της Εθνικής Επιτροπής για τα Δικαιώματα 
του Ανθρώπου (ΕΕΔΑ) αλλά και με πολυάριθμες διαδικτυακές συμμετοχές, ακρόαση 
προσώπων και φορέων για την Τεχνητή Νοημοσύνη και τα Ανθρώπινα Δικαιώματα. 
Την ακρόαση συντόνισε η Πρόεδρος της ΕΕΔΑ, Καθηγήτρια Μαρία Γαβουνέλη, ενώ 
συμμετείχαν  επίσης  ο  Α΄Αντιπρόεδρος  της  ΕΕΔΑ  Γιάννης  Ιωαννίδης,  η  Β’ 
Αντιπρόεδρος Έλλη Βαρχαλαμά, ο Ειδικός Επιστήμονας, ΔΝ Χρήστος Τσεβάς καθώς 
και μέλη της Εθνικής Επιτροπής.

Κατά τη διαδικασία της ακρόασης οι φορείς είχαν τη δυνατότητα να καταθέσουν θέσεις, 
εμπειρίες, καλές πρακτικές αλλά και τους προβληματισμούς τους για το θέμα και να 
διαβουλευθούν με  τα  μέλη της  Επιτροπής.  Μεταξύ των θεμάτων που συζητήθηκαν, 
έμφαση δόθηκε στη σχέση της τεχνητής νοημοσύνης με τα ανθρώπινα δικαιώματα, στις 
προκλήσεις και προοπτικές που εμφανίζονται από τη χρήση της τεχνητής νοημοσύνης 
και  ειδικά  σε  σχέση  με  την  προστασίας  των  ανθρωπίνων  δικαιωμάτων,  καθώς  και 
ζητήματα διακυβέρνησης της τεχνητής νοημοσύνης στην Ελλάδα.(...)”

1 https://www.nchr.gr/ta-nea-mas/2178-akroasi-foreon-gia-tin-texniti-noimosyni-kai-ta-anthropina-dikaiomata.html  
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Συμπληρωματικά, η ΕΕΔΑ ζήτησε από τους φορείς που συμμετείχαν να συμπληρώσουν μια σειρά 
ενδεικτικών απαντήσεων, οι οποίες σε δεύτερη φάση θα χρησιμοποιηθούν ως υλικό για τη σύνταξη 
σχετικής έκθεσης για την ΤΝ:

1.  Πώς  προσεγγίζετε  τη  σχέση  μεταξύ  τεχνητής  νοημοσύνης  και  ανθρωπίνων 
δικαιωμάτων στο έργο ή στις δραστηριότητές σας (π.χ.  είτε μέσω δικαιωμάτων είτε 
μέσω αρχών/ηθικής της ΤΝ);

2. Ποιες βασικές αρχές (π.χ. διαφάνεια, λογοδοσία, μη διάκριση, ανθρωποκεντρική ΤΝ) 
καθοδηγούν τη χρήση ή ανάπτυξη συστημάτων ΤΝ στο πλαίσιο εργασιών σας (είτε 
εντός του φορέα σας είτε σε σχέση με τις δράσεις άλλων φορέων οι οποίες βρίσκονται 
στο πεδίο του έργου σας);

3.  Με ποιους τρόπους η χρήση της τεχνητής νοημοσύνης μπορεί  να συμβάλει  στη 
βελτίωση της άσκησης και της αποτελεσματικής προστασίας ανθρωπίνων δικαιωμάτων 
στον τομέα όπου δραστηριοποιείστε;

4. Ποια ανθρώπινα δικαιώματα θεωρείτε ότι επηρεάζονται περισσότερο από την ΤΝ 
στον τομέα που δραστηριοποιείστε και με ποιους τρόπους;

5.  Πώς  μπορεί  η  TN  να  λειτουργήσει  ως  εργαλείο  θεσμικής  καινοτομίας  για  την 
ενίσχυση, μεταξύ άλλων, της λογοδοσίας, της διαφάνειας και της ισότητας στον τομέα 
σας;

6.  Ποιες  είναι,  κατά  τη  γνώμη σας,  οι  βασικότερες  προκλήσεις  και  κίνδυνοι  για  τα 
ανθρώπινα  δικαιώματα  από  την  ανάπτυξη  και  χρήση  της  ΤΝ  στον  τομέα  που 
δραστηριοποιείστε;

7. Ποιες ομάδες πληθυσμού θεωρείτε ότι πλήττονται ή κινδυνεύουν περισσότερο από 
τη χρήση συστημάτων ΤΝ και γιατί;

8. Ποιες προϋποθέσεις θεωρείτε αναγκαίες ώστε η χρήση της ΤΝ να είναι συμβατή με 
την προστασία των ανθρωπίνων δικαιωμάτων;

9.  Πώς  αξιολογείτε  τον  ρόλο  του  κανονιστικού  πλαισίου  (εθνικού,  ευρωπαϊκού  ή 
διεθνούς) στην ουσιαστική διασφάλιση της προστασίας των ανθρωπίνων δικαιωμάτων 
κατά την ανάπτυξη και χρήση συστημάτων τεχνητής νοημοσύνης;

10. Ποιες καλές πρακτικές από το ευρωπαϊκό, διεθνές ή συγκριτικό κανονιστικό πλαίσιο 
θα θεωρούσατε σκόπιμο να μεταφερθούν ή να προσαρμοστούν στο ελληνικό πλαίσιο 
με σκοπό όχι μόνο τη διαχείριση κινδύνων αλλά και τις θετικές προοπτικές της τεχνητής 
νοημοσύνης για την προαγωγή των ανθρωπίνων δικαιωμάτων;

11. Τι θα πρέπει, κατά τη γνώμη σας, να περιλαμβάνει ένα ολοκληρωμένο σύστημα 
διακυβέρνησης  της  τεχνητής  νοημοσύνης  στην  Ελλάδα,  ώστε  αφενός  να 
αντιμετωπίζονται  αποτελεσματικά  οι  προκλήσεις  για  τα  ανθρώπινα  δικαιώματα  και 
αφετέρου να αξιοποιούνται οι προοπτικές ενίσχυσής τους;
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Η  δεύτερη  συνάντηση  φορέων  πραγματοποιήθηκε  στις  26/1/2026  για  το  Greek  Artificial 
Intelligence Network (GAIN)2 με διοργάνωση από την Homo Digitalis. 

Σε αυτή τη 2η συνάντηση του GAIN, στο οποίο η ΕΠΕ αποτελεί ιδρυτικό μέλος, έγινε μια σύντομη 
παρουσίαση  από  την  ΕΠΕ  σχετικά  με  τις  βασικές  αρχές  και  την  τρέχουσα  κατάσταση  της 
τεχνολογίας στον τομέα της ΤΝ. Παρακάτω ακολουθεί απόσπασμα από σχετική ανάρτηση3 της 
Homo Digitalis για την εκδήλωση:

“Με επιτυχία ολοκληρώθηκε η 2η Ολομέλεια του Δικτύου Συνεργασίας Οργανώσεων 
της  Κοινωνίας  των  Πολιτών  για  τα  Δικαιώματα  του  Ανθρώπου  και  την  Τεχνητή 
Νοημοσύνη στην Ελλάδα, “Greek Artificial Intelligence Network – GAIN”. 

Συγκεκριμένα, στις 26 Ιανουαρίου 2026, στα γραφεία του WHEN.org.gr τα μέλη και οι 
παρατηρητές του δικτύου συζήτησαν για τη λειτουργία του, ενώ κατά τη διάρκεια της 
εκδήλωσης, παρουσιάστηκαν δύο εκπαιδευτικά σεμινάρια. 

Το πρώτο ήταν από την Hellenic Informatics Union και τον Harris Georgiou με τίτλο 
"Περιορισμοί του AI και κίνδυνοι από την "τυφλή" εμπιστοσύνη στο GenAI". Το δεύτερο 
ήταν από το Diotima Centre και την Άννα Βουγιούκα και τίτλο "Έμφυλες προκαταλήψεις 
και ανισότητες στην ανάπτυξη και χρήση συστημάτων Τεχνητής Νοημοσύνης".(...)”

H ΕΠΕ ευχαριστεί θερμά τους διοργανωτές για τις προσκλήσεις και για την πρωτοβουλία να ανοίξει 
η δημόσια συζήτηση για την ΤΝ σε επίπεδο φορέων και οργανώσεων. Δηλώνουμε και πάλι τη 
διαθεσιμότητά μας για περαιτέρω συζητήσεις και συνεργασίες.

Το Διοικητικό Συμβούλιο 
της Ένωσης Πληροφορικών Ελλάδας 

URL: http://www.epe.org.gr , mailto:info@epe.org.gr 

2 https://homodigitalis.gr/posts/category/gain/  
3 https://www.linkedin.com/posts/homo-digitalis_artificialintelligence-humanrights-gain-activity-7426975450859499521-6sFV  
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